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ABSTRACT
This paper describes an approach to the model-based testing of graphical user interfaces from task models. Starting from a task model of the system under test, oracles are generated whose behaviour is compared with the execution of the running system. The use of task models means that the effort of producing the test oracles is reduced. It does also mean, however, that the oracles are confined to the set of expected user behaviours for the system. The paper focuses on solving this problem. It shows how task mutations can be generated automatically, enabling a broader range of user behaviours to be considered. A tool, based on a classification of user errors, generates these mutations. A number of examples illustrate the approach.
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INTRODUCTION
Graphical User Interfaces (GUIs) are nowadays the pervasive means of interaction between users and computer systems. Clearly, the quality of the GUI is a determining factor in the decision to use a system or not. At the very least, it will have an impact on the effectiveness, efficiency and satisfaction with which the system is used [1].

GUI quality is a multifaceted problem. Two main aspects can be identified. For the Human-Computer Interaction (HCI) practitioner the focus of analysis is on Usability, how the system supports users in achieving their goals (which can range from being productive to having fun, depending on the specific system being considered). For the Software Engineer, the focus of analysis is on the quality of the implementation (from the degree of coverage of requirements, to the maintainability of the code). Clearly there is interplay between these two dimensions. Usability will be a (non-functional) requirement to take into consideration during development, and problems with the implementation (e.g., bugs in the code) will create problems to the user, hindering usability.

In a survey of usability evaluation methods, Ivory and Hearst [2] identified 132 methods for usability evaluation, classifying them into five different classes: (User) Testing; Inspection; Inquiry; Analytical Modelling; and Simulation. They concluded that automation of the testing process is greatly unexplored. Automating the testing process is a relevant issue since it will help reduce analysis costs by enabling a more systematic approach to testing.

Another possible division of evaluation methods is between those that require users to use the system, and those that rely on models or simulations of the system for the analysis. In the first case, the costs remain high due to the need for testing sessions with real users of the system to be carried out. Moreover, and given the high costs of user testing, the analysis will not be exhaustive in terms of all the possible interactions between the users and the system. This means that problems with the implementation might remain unnoticed during the analysis. In the second case, an assumption is being made that the implementation will be faithful to the model. This begs the question of how to test the implementation (ideally, without resorting to human users).

The ability to automatically generate, and run, relevant test cases on a target GUI would support the analysis of the implementation while reducing costs. The problem, then, is that while there are several tools for GUI testing, many such tools do not automate the generation of test cases and/or the testing process.
Model-based testing methods automate the generation of test cases from a model of the system under test. However, these methods present several difficulties. In the particular case of interactive systems, one such problem is the need to build detailed models of the GUIs [3]. One way to overcome these difficulties is to increase the level of abstraction of the models. In [4], it is shown how task models can be used to achieve this goal of using more abstract models in the model based testing of GUIs. Task models, however, describe the normative operation of a system only. They do not capture the common mistakes that users might make, or alternatives to the expected normative usage.

This paper focuses on user errors, and examines the feasibility of using task models to test GUIs against erroneous user behaviour in a model-based testing setting. It achieves this by building on the existing approach described in [4]. The approach uses ConcurTaskTrees (CTT) [5] as the task modelling notation. This paper proposes an algorithm to carry out changes to the original models (mutants) by introducing typical user errors. For a definition of this algorithm Reason’s user errors classification [6] was used. Then several existing applications were analyzed in order to detect patterns in the construction of their task models. The proposed algorithm detects those patterns in the task model and provides a strategy for generating mutants capturing the effect of the different types of errors on them.

To validate the approach, the CMTTool (CTT Model Transformation Tool) was developed. This tool takes a task model and applies the algorithm defined in the approach, thus generating several mutants of the task model for testing purposes. To assess the quality of the generated models, the approach was applied in the model-based testing of a number of GUI applications. The results obtained by analyzing these case studies showed that the approach allowed the detection of faults arising from unexpected behaviours of the users. This shows evidence that the approach supports the inclusion of typical erroneous user behaviour in the automated task models based testing of user interfaces.

In the next four sections, the paper discusses task models and model-based GUI testing (State of the Art); presents the proposed approach and associated tool support (The Approach and the Tool); presents a number of examples of application of the tool to real GUIs (Case Studies); and ends with a discussion of the results and pointers for future and ongoing work (Conclusions and Future Work).

STATE OF THE ART
Task Models
In the context of interactive systems development, a task is an activity that should be performed in order to reach a particular goal. Used as a requirements analysis artefact, task models capture knowledge about the work the system to be developed will be supporting. Used as a design artefact, task models are a representation of the system’s interactive layer logic, and describe assumptions about how the user will interact with the device. In any case, task models are usually normative. They describe the correct procedures users (should) follow to achieve defined goals in the system.

Several task-modelling languages have been proposed over the years. Some relevant examples include GOMS (Goals, Operators, Methods, Selection Rules) [7], UAN (User Action Notation) [8], TKS (Task Knowledge Structures) [8], or CTT (ConcurTaskTrees) [9]. These are all examples of the family of hierarchical task analysis notations, the most common approach to task analysis. In this style of approach, the task model is a hierarchical decomposition of tasks into sub-tasks that must be carried out to achieve a given goal. For a discussion of alternative approaches see, for example, [7].

GOMS focus is on user behaviour. The actions users perform on the interface, and how they select which actions to use. TKS focus on the knowledge needed to use the system. UAN and CTT describe both user and system actions. UAN defines a language to describe user actions at the level of mouse and keyboard events. Tasks are described in a tabular notation relating user actions to system responses and user interface states. CTT defines a language to describe the temporal relationships between tasks (based on the LOTOS specification language [10]). The notation does not fix the level of abstraction used to model atomic tasks.

CTT has become a popular language for task modelling and analysis, due to its graphical notation, formal semantics and tool support. The TERESA tool [9] supports editing and analysis of CTT models, and a number of features relating to the animation of task models that have proven useful in our work.

Model Based GUI Testing Tools
Model Based Testing (MBT) has been widely investigated for API testing (e.g., [11-12]), and therefore MBT based approaches are more common for API than for GUI testing. However, approaches applying MBT for GUI testing do exist, e.g., Memon’s work [13-14], and Paiva’s work [15]. They differ in the kind of model they use and in the coverage of the test criteria used to guide the test case generation process. However, both authors have concerns with the effort required to construct the models.

The tool developed by Memon (GUITAR) generates test cases from an Event Flow Graph (EFG) model. In the EFG, a directed edge from one node to another represents an event-flow relationship between two events. Memon tried to diminish the effort in constructing the model by developing a GUI ripping tool to extract EFG from an existing GUI [14].

In his following work [13], Memon generates a sub-graph of the EFG by removing nodes and edges that are not observed in the usage information obtained from the application’s real users, and augments it with probabilistic
information in each node (event) that describes the occurrence probability of the event. Test cases are then generated taking into account the probability of the events occurring.

Another problem faced when considering model-based GUI testing related to the mapping between events in the model, and physical actions in the GUI. The GUI Mapping tool developed by Paiva [15] is an extension of the model-based testing tool Spec Explorer, developed by Microsoft Research. The GUI model is written in Spec# with state variables to model the state of the GUI and methods to model the user actions on the GUI. Spec Explorer generates a finite-state machine (FSM) by exploration of the Spec# model and then test cases are generated from the FSM according to coverage criteria like full transition coverage.

To run tests automatically over a GUI some additional (interactive) code is needed to simulate the user actions on interactive GUI controls. The GUI Mapping Tool generates such code automatically, based on the mapping between model actions and GUI controls where corresponding real actions occur. Although the intermediate code is generated automatically, Paiva agrees that the effort needed for the construction of Spec# GUI models is too high. Similarly to Memon, she also tried to diminish the effort in constructing a model by using a reverse engineering process to extract a preliminary model from an executable GUI. This model is completed afterwards and validated in order to generate test cases. Another attempt to reduce the time spent with GUI model construction was described in [16] where a visual notation (VAN4GUIM) is designed and translated to Spec# automatically. The aim was to have a visual front-end that could hide formalism details from testers. However, a VAN4GUIM model is in an abstract level lower than task models. Another attempt to reduce the effort in constructing GUI models is to increase the level of reuse. In [17], Cunha tried to increase reuse by identifying recurrent GUI behaviour (UI patterns) and defining test strategies for each of those patterns.

Following on from [4], the approach described in this paper addresses the issue of diminishing the effort in the construction of GUI models by increasing the level of abstraction of those models to task models.

THE APPROACH AND THE TOOL

CTT Task Models

A task model in CTT is a tree of nodes, where the goal is at the root of the tree and leaves are atomic tasks. Temporal operators relate adjacent pairs of nodes at the same level in the tree.

The Case Studies section presents several examples of CTT task models. Four different types of tasks can be identified in those examples: interaction tasks (user input) are atomic tasks representing user input to the application; application tasks are atomic tasks representing application output to the user; user tasks are atomic tasks representing decision points on the user's part; abstract tasks ( ) are used to structure the model and appear as internal nodes in the tree.

The semantics of the model is defined by the possible traversals of the tree. Tree traversal is done left to right in a depth first fashion, and is governed by the temporal operators relating pairs of nodes (plus two additional operators that are applied to single nodes – see below). A total of eight operators can be used [5]:

- choice operator (): T1 [] T2 means that one of T1 and T2 will happen;
- order independency operator (=): T1 |= T2 means that T1 and T2 will happen in any order;
- concurrent operator (||): T1 || T2 means that T1 and T2 will happen concurrently (the operator [] is used to express information exchange between the tasks)
- disabling operator (): T1 > T2 means that T2 interrupts T1 (which will not be resumed);
- suspend/resume operator (>): T1 >> T2 means that T2 suspends T1, but T1 resumes once T2 has finished;
- enabling operator (>>): T1 >> T2 means that T2 happens after T1 is finished (>> is used to express information exchange between the tasks);
- iterative operator (*): T1* means task T1 happens repeatedly;
- optional operator ( [ ]): [T1] means task T1 might happen or not.

Consider the task model in Figure 15 (the last in the paper). The goal of the task (the root of the tree) is to start the Unit Converter (“Start UnitConverter”). To achieve the goal the user starts by opening the unit converter (“Press OpenUnitConverter”), after which (enabling operator) the system responds by showing it (“Show UnitConverter”). After the unit converter is displayed, repeatedly (iterative operator applied to “AreaConvert”) the user enters digits (“Enter Digit”) and the system responds with displaying results (“Display Results”). Information about the digits entered in “Enter Digit” is passed to “Display results” (enabling operator with information exchange).

As mentioned above, CTT does not define the level of abstraction for writing the atomic tasks in the models. Neither does it constrain how tasks are to be named. In order to automatically generate oracles from the task models, some conventions about how CTT atomic tasks should be named were defined in [4]. More specifically, a set of valid keywords to be used when writing atomic task names was defined. These keywords are also used here and are:

- Start <task> — defines the start of a new task (and creates a new namespace);
The task-based MBT methodology proposed in this paper takes the above types of errors into consideration and comprises five main steps (Figure 1).

![Methodology Diagram](image)

**Methodology**

The first step corresponds to the design of the task model using the CTT notation. This model is exported to XML file, by using the Teresa tool [19]. The second step is the introduction of typical user errors in the original model producing model mutants. This step is carried out by the CMTTool developed in this work. CMTTool will take the original task model and perform various transformations, constructing new XML files. The mutated models allow testing the GUI against errors, such as slips and lapses. For each mutant, the corresponding finite state machine (PTS – Presentation Task Set) will be generated and exported to XML, using the Teresa tool [19]. In the case of errors of type mistake, several task models will be developed, each corresponding to a different strategy to achieve the goal. In this case, it is not necessary to construct mutants with the CMTTool, jumping directly to the PTS generation step for each of those models. The fourth step generates a Spec# test oracle from the models, mutants, and their PTSs. This generation is automated, using the TOM tool [4, 20]. Finally, Spec Explorer [21] will generate test cases (according to coverage criteria) from the test oracles constructed previously and will execute them.

**Transformation algorithm**

An algorithm was designed to introduce user errors, such as slips and lapses, in the original task model, i.e., to construct model mutants. This algorithm was designed so that it could work for any task model without depending on the specific GUI that was being modelled.

The first step was to study task models and the CTT operators described above, and define strategies to introduce typical user errors in such models. The goal is not to cover all possible mutations but only those that reflect typical user errors. This has the advantages of focusing the testing activity, helping control scalability problems. Currently, the approach considers leaf tasks only, but it can be extended to consider tasks at other levels in the task tree. The strategies are described in the sequel.

**Sequence of tasks**

Two interaction tasks, T1 and T2, defined in sequence related by CTT operators such as >> or [ ]>>, have to be executed in the order they are defined. In these situations, it
is interesting to test if the execution order is indeed relevant because, if the GUI allows it, the user may interact with it performing those tasks in the wrong sequence. So, the algorithm generates a mutant with those tasks in an opposite order.

In the case of two tasks related by the operator [], e.g., T1[]T2, where there is passage of information from T1 to T2, the algorithm changes the order of the tasks and deletes the pre-condition of T2 if it depends on the information passed between them. Otherwise, it would be impossible to generate afterwards test cases with the execution of T2 before executing T1.

When the last task of a sequence of tasks is an application task, the algorithm does not change its order because it will be a task performed by the application as a result of executing the task sequence and will be used to check if the result obtained by executing the tasks is the one expected.

**Non-mandatory order**

A sequence of tasks with no mandatory order is a set of tasks separated by operator []. In this case, what matters is to test whether, in fact, tasks can be performed in any order. So, it would be necessary to test if the result obtained by executing T1[]T2 is the equal to the one obtained by executing T2[]T1. Excluding application tasks, the algorithm generates several mutants with all possible combinations of task orders and replaces the operator [] by the sequence operator =.

**Optional/mandatory task**

Sometimes, the users forget to execute one of the tasks needed to achieve a goal. In a CTT model it is possible to distinguish between optional tasks (within brackets) and mandatory tasks (without brackets). It may be useful to test if optional tasks are effectively optional and if the mandatory tasks are effectively mandatory.

For a sequence of tasks T1[]T2[]T3 in which T2 is optional, the algorithm generates four mutants with the following sequence of tasks:

1. T1[]T2>>T3,
2. T1>>T3 to check if the T2 is really optional,
3. T1>>T2 to check if T3 is really mandatory,
4. T2>>T3 to check if T1 is really mandatory.

In the case of a mandatory task, mutants are generated with the task removed. In the case of a sequence of tasks T1>>T2>T3 where T2 executes until T3 starts, the mutant omitting T2 will be T1>>T3.

If the operator [] is used between two tasks, e.g., T1[]T2]>>T3, when the tool generates the mutant T1>>T3 it deletes the pre-condition of T3 if it depends on the information passed by T2 to T3.

**Task choice**

When a sequence of tasks is separated by the choice operator [], e.g., T1][T2]>>T3, it means that the user can choose to perform one of those tasks. For each set of tasks separated by [] operator, the algorithm generates mutants, keeping one of those tasks and omitting the other ones. The result of executing the test cases generated will say if the set of tasks are really a choice. For the sequence T1][T2][]T3, the algorithm generates 3 mutants: one with task T1, one with task T2 and another with task T3.

**Disabling**

T1>>T2 means that task T1 is active until T2 is performed, and that at any time during the execution of T1, T2 can be performed. This can also lead to errors when the user attempts to perform T1 after performing T2. Thus it becomes necessary to test if T1 is really disabled after performing T2. The tool generates a mutant with the following sequence of tasks T1>>T2>>T1’, where T1’ is a copy of the task T1 to check if the execution of T2 disables T1.

**Iterative task**

A task followed by *, e.g., T*, means that T can be executed iteratively. When an iterative task has a sequence of subtasks ending with a task of type “Press” and all the other tasks are interaction tasks of the type “Enter”, the model may describe a form filling interface. A behaviour that may be useful to test may be to check if between following iterations, the previous inserted information is kept or is throw way. A typical user error is to forget to fill out a required field and fill only that field in the second iteration assuming the all the other information is kept filled. However, not all interfaces record information from one to the following iteration, so, most of the times, the user has to re-fill all fields. One way to simulate these errors is to omit a mandatory task in the first iteration, and perform only that task in the next iteration, thus checking if the information was recorded between iterations.

**Test case generation and execution**

The tool TOM [4, 20], generates test oracles in Spec# [22] transforming the atomic tasks of the task model in model actions. Afterwards, these oracles are used by the Spec Explorer tool [21] for the generation and execution of tests. In Spec#, actions can be of several types: controllable, probe, observable and scenario. CTT interaction tasks correspond to controllable actions in Spec#, because they describe user actions. CTT application tasks correspond to probe actions in Spec# because they represent actions that only read the system state without updating it. These tasks allow checking if the application is in the desirable state at a certain time.

For test case generation, the Spec Explorer tool [21] allows the definition of the domain values for the actions’ parameters. With this information, Spec Explorer generates a finite state machine (FSM) by exploring the Spec# model and afterwards generates test cases according to a coverage criterion. To execute the test cases, a mapping is needed between actions of the model and methods of an adapter code that will simulate those actions on the GUI under test. After establishing this map, the tests can be executed.

CASE STUDIES
Several case studies were conducted over some existing web applications in order to evaluate the approach. Each case study was used to test some of the typical errors of the user, based on the test strategies proposed. The selected applications were:

- an online hotel reservation system (*Online Vip Hotels reservation*);
- the houses’ search menu of a real estate agent (*Search houses*);
- the login page of a wiki system (*DokuWiki*);
- a currency converter (*Currency convertor*); and
- unit converter (*online converter*).

**Online Vip Hotels reservation**

VIP Hotels Group owns a chain of hotels in various regions. Through his address, www.viphotels.com, you can access various features. The online booking functionality allows searching available rooms in hotels of the group for the selected dates and afterwards the booking may be performed. Only the search functionality was tested in this case study. Figure 2 shows the menu of online reservations.

The TERESA tool generated the PTS and afterwards, the TOM tool generated the Spec# model. Test cases were generated and executed with Spec Explorer. The input values used were:

- City (*Cidade*) = Lisboa;
- Hotel = Vip Inn Berna;
- Search by = Rooms;
- From = 2/09/2010;
- To = 30/09/2010.

The Vip Hotels online reservation allows choosing the hotel first and then the city however, after selecting the hotel and afterwards the city, the value of the hotel changes to its default value which is “All”. Then, when performing “Press BookNow” the results obtained are different from the ones obtained by executing the tasks in their original order. To avoid this kind of user error, the interface should be made less flexible, allowing setting the value of the Hotel only after setting the city (*Cidade*) value.

**Search houses**

The website of Agimoura (www.agimoura.com) has a set of features to buy, sell, search houses, among others. In this case study, only the quick search feature properties were analyzed in greater detail. It is a simple search for which information must be provided, such as: the type of housing, the type of information to configure the search (e.g., County, Place, Price, Reference, Type, etc.) and details about the information selected to configure the search (Figure 5).

As can be seen by examining the model in Figure 3, after opening the Vip Hotels group page, the Hotel Reservations menu is immediately available. The menu options can be chosen in any order. However, the city (*Cidade*) must be selected before the hotel. This happens because the list of hotels to choose depends on the chosen city (there is a dependency between those tasks because the first one passes information to the second). After filling in the requested information, it is possible to see, in a new window, the search results (rooms available) by performing the task “Press BookNow”. The CMTTool is used to generate mutants according to the predefined algorithm. One of the mutants generated for this case study will be analyzed in the sequel.

A typical user error is to exchange the order of a sequence of tasks. One of the mutants generated exchanged the order of “Enter Cidade” and “Enter Hotel” tasks (Figure 4).

The TERESA tool generated the PTS and afterwards, the TOM tool generated the Spec# model. Test cases were generated and executed with Spec Explorer. The input values used were:

- City (*Cidade*) = Lisboa;
- Hotel = Vip Inn Berna;
- Search by = Rooms;
- From = 2/09/2010;
- To = 30/09/2010.

The Vip Hotels online reservation allows choosing the hotel first and then the city however, after selecting the hotel and afterwards the city, the value of the hotel changes to its default value which is “All”. Then, when performing “Press BookNow” the results obtained are different from the ones obtained by executing the tasks in their original order. To avoid this kind of user error, the interface should be made less flexible, allowing setting the value of the Hotel only after setting the city (*Cidade*) value.

**Search houses**

The website of Agimoura (www.agimoura.com) has a set of features to buy, sell, search houses, among others. In this case study, only the quick search feature properties were analyzed in greater detail. It is a simple search for which information must be provided, such as: the type of housing, the type of information to configure the search (e.g., County, Place, Price, Reference, Type, etc.) and details about the information selected to configure the search (Figure 5).
One typical error that may occur is the case where the user forgets to perform one of the mandatory tasks, e.g., filling in one of the search options (“SetOpcoes”) (Figure 6). To describe this situation, the algorithm generates a mutant with the task “Enter Info” omitted.

When executing the test cases generated by spec Explorer, for the above mutation, it was not possible to press the search button at the end because this button was disabled. So, it is possible to conclude that it is really mandatory to fill in the “Enter Info” field.

One interesting point to notice here is that, when testing GUIs with mutated models, such as this one, a failing test does not necessarily indicates a problem. It might instead be showing that the user interface prevents erroneous user actions from occurring.

**DokuWiki**

This case study aimed to test the Login/Password dialog (Figure 7) of the wiki-type DokuWiki.

As can be seen in the task model of Figure 8, there is an iterative task in the model: “Login”. The goal was to test if, in following iterations, the inserted information is saved. To test this situation, the algorithm generates several mutated models, e.g., Figure 9.

As can be seen in the model of Figure 9, the task "Enter Password" was omitted from the first iteration of the cycle and executed in the second iteration, in order to check if the login information is kept between successive iterations. To perform this check it was necessary to create two types of probe actions. The first one (“Display LoginResults”) checks the failure of the sign-in process after the first iteration. This should happen because the password field is not filled. The second one (“Display LoginResults_Copy”) verifies the success of the sign-in process at the end of the second iteration, indicating whether or not there was recording of information. After executing the generated test cases, it was possible to conclude that the login information is recorded between successive iterations.

**Currency converter**

The XE Converter is a universal currency converter to convert an amount from one currency to another. This application can be accessed at the following URL: www.xe.com/ucc/. Figure 10 shows the menu of this application.

As can be seen in the model in Figure 11, after accessing the converter, it is possible to select the conversion options you want (task “SetOptions”). The sub-tasks within “SetOptions” can be performed in any order until “Press Go!” is performed. Thereafter, the previous tasks are no longer active, they are disabled ((jLabel operator), and the result of the conversion is displayed. The algorithm generates several mutants of the model.
The one that checks if the tasks are really disabled is shown in Figure 12. As can be seen in the Figure 12, the task “SetOptions” is repeated (with the name “SetOptions_Copy”) after the “Press Go!” task. The input values used to execute the test cases were:

- amount: 1;
- from this currency: Euro - EUR;
- to this currency: United States Dollars - USD.

During the execution of the test cases, it was possible to verify that the tasks within “SetOptions_Copy” were not available.

**Online converter**

The online converter (see the form depicted in Figure 13) (www.peters1.dk/webtools/conversion.php?sporg=en) was used to test the approach regarding mistakes, i.e., the use of wrong plans to achieve a goal. Two different plans were built: Figure 14 and Figure 15.

The plan described by Figure 14 models entering several digits at the input value field (“Enter Digit”), and at the end “Press Submit” to see the conversion result.

The plan described in Figure 15 models entering one digit at a time, and seeing the result after each input digit without the need to perform a specific action for that. That is, it models a user that is assuming the system will react to each digit press by updating the result values.

Both plans were tested against the online converter application. Results showed that Plan B is not supported by the software application. This happens because the result values are updated only after the Calculate button is pressed, and not after entering each input digit as was expected.

**CONCLUSIONS AND FUTURE WORK**

Model-based testing automates the generation and execution of test cases from a model of the system under test. However, the need to build detailed models of the systems under test creates a barrier for the adoption of this testing approach. Previous work has looked at the possibility of using task models in the model based testing of GUIs [4]. Task models, however, describe the normative operation of a system only. They do not capture the common errors that users might make, or alternatives to the
expected normative usage they might consider. This was initially addressed by manually introducing changes in the task models (i.e., creating mutations of the task models). This paper builds on this previous work by developing an automated approach to the generation of these mutations.

Using a number of cases studies, the paper shows how it is possible to systematically introduce changes in a task model in order to generate behaviours corresponding to errors users typically make. This mutation process is supported by the CMTTool, which was built specifically to the effect. Together with the TOM tool, it supports a process of model-based testing of GUIs from task models, where the test oracles focus on expected user behaviour, both correct (via the original task model), and erroneous (via the task’s mutations). Hence, together the two tools increase the degree of coverage of the more likely user behaviours of the model based testing approach.

The user interfaces used in the case studies were small and targeted at experimenting with different types of tasks. As such, they did not bring into light scalability problems. Investigating scalability is an area for future work. Nevertheless, for large models where this problem may be visible, the approach can always be applied to sub-models of the original one.

The CTT language is currently a popular task modelling language due to its tool support and precise semantics. As such, it should present a low barrier for the use of the approach. One drawback of the current status of the approach however, is the number of different tools that must be brought together for its application. To solve this, we will have to bring all the tools together in a single deliverable. Now that all the pieces are in place, the process should be made easier.

The GUI Mapping tool, in particular, uses proprietary software libraries and cannot be made available. We are working on an alternative tool based on an open library.

While we believe that the mutations being used enable us to capture relevant user interface problems, we do not yet have the data to back this claim. To this end, we plan to carry out a study comparing the results of applying the approach against problems actually felt by users. This will enable us to assess the quality of the mutations by determining the degree of coverage achieved. Once user data is available, the fact that the testing approach is automated means we will be able to experiment with different mutations to determine the best set of mutations, and further explore scalability issues.

At a more technical level, an area where work is being carried out is in automating the generation of the input values to be used during the testing process. To that end, we are studying the possibility of integrating formal models of the application into the task model, in order to be able to rigorously analyse the input data types, partitioning them into equivalence classes.
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